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ABSTRACT
What made you want to wear the clothes you are wearing? Where
is the place you want to visit for your next-coming holiday? Why
do you like the music you frequently listen to? If you are like most
people, you probably made these decisions as a result of watching
influencers on social media. Furthermore, influencer marketing is
an opportunity for brands to take advantage of social media using
a well-defined and well-designed social media marketing strategy.
However, choosing the right influencers is not an easy task. With
more people gaining an increasing number of followers in social
media, finding the right influencer for an E-commerce company
becomes paramount. In fact, most marketers cite it as a top challenge
for their brands. To address the aforementioned issues, we proposed
a data-driven micro-influencer ranking scheme to solve the essential
question of finding out the right micro-influencer. Specifically, we
represented brands and influencers by fusing their historical posts’
visual and textual information. A novel 𝒦-buckets sampling strate-
gy with a modified listwise learning to rank model were proposed
to learn a brand-micro-influncer scoring function. In addition, we
developed a new Instagram brand micro-influencer dataset, consist-
ing of 360 brands and 3,748 micro-influencers, which can benefit
future researchers in this area. The extensive evaluations demon-
strate the advantage of our proposed method compared with the
state-of-the-art methods.
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Brand Posts

MicroInfluencer

MicroInfluencer

348 likes 
elodaloia24 Smoothie
Framboises 

305 likes 
elodalodia24 Le matin tu es
plutôt smoothie? Plutôt 

150 likes 
elodaloia24 Mes 2 préférés du
moment 

283 likes 
elodaloia24 On saturday it's
Pancakes dayyy 

Figure 1: Example of a micro-influencer’s advertizing posts.

1 INTRODUCTION
Social media has only become the mainstream for roughly over a
decade, however, it has fundamentally impacted the way people
conduct business. The ubiquity of social media allows businesses
to easily access massive online social networks and interact with
users on these networks [10, 24, 38]. According to a survey that,
83% of American adults use social media, with 48% interacting with
brands and businesses on at least one social media site [4, 7, 28].
Obviously, this is a great opportunity for brands to market their
products effectively in a short period of time.

However, the growing amount of useless content, such as unre-
lated or unreal advertisements, makes social media users more and
more reluctant towards perceiving online advertisement. To mitigate
such customer skepticism, marketers often leverage personalized
content delivery channels, where influencer marketing clearly domi-
nates over other marketing strategies. At the same time, consumers
are more likely to trust brands that advertise via influencer channels
rather than those who has adopted conventional marketing strate-
gies [8]. Therefore, influencer marketing becomes a must and an
essential element in advertising.

Prominent social media influencers are often celebrities including
actors, writers, politicians, or athletes. In addition to celebrity influ-
encers, there are a growing number of “non-celebrity” influencers on
social media platforms [5], namely the micro-influencers. They are
often referred to social bloggers with expertise in a particular product
category and enjoying a considerable amount of followers on social
media. However, most marketers tend to select the micro-influencers
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to be any YouTuber, Instagrammer, Snap chatter, or blogger with a
relatively small (less than 100,000) follower-base [4, 28]. Since these
micro-influencers are considered to be more cost effective, generate
higher social media engagement, and have certain knowledge in the
product domain and hence are more trustworthy compared to celebri-
ty influencers [6, 17, 24]. For the reasons above, micro-influencers
are treated as the best fit for the influencer marketing, and Figure 1
shows an example of a micro-influencer posting an advertisement
about a brand.

In recent years, micro-influencer marketing has become an im-
portant element of social media marketing [1, 9, 11, 26]. However,
relevant micro-influencers are difficult to find. With more and more
people creating and expanding followers in social media, finding the
right influencer for an E-Commerce company becomes paramount.
That is why 75% of the brands feel that identifying the right micro
influencer is the biggest challenge [35]. Also, the lack of open data
for social influencer marketing analysis is also a barrier for research
in this area.

To resolve the issues mentioned above, we proposed a multi-
modal micro-influencer ranking method, which leverages open data
in social media to learn the relevance between brands and micro-
influencers. In particular, we designed a social account history pool-
ing mechanism that used posts’ visual and textual content to approx-
imate the semantic representations of a social account. A modified
listwise learning to rank model was learnt to predict ranking scores
for the given brands and micro-influencers. Afterward, we utilized
the learnt scoring function to recommend micro-influencers for brand
promotion. The extensive evaluation demonstrated the advantage of
our proposed method compared with the state-of-the-art methods.

In summary, the contributions of our work are as follows:

∙ We design a novel social account history pooling method,
which can leverage social media open data to represent brands
and micro-influencers.

∙ We propose a modified listwise learning to rank model, which
successfully predict ranking scores for the given brand and
micro-influencers. Extensive experiments validate the effec-
tiveness of our proposed model.

∙ We collected and organized a brand-micro-influencer dataset1,
which can greatly benefit the future researchers in this area.

2 RELATED WORK
2.1 Influencer Marketing
With the rapid growth of the Internet, millions of users publish more
and more personal information on social networks, which makes
social media marketing industry flourishing [39]. Moreover, it is
constantly soliciting a lot of researches across different disciplines.
Especially, works focused on content personalization and deliverance
were proposed. Gelli et al. [12] proposed a framework that used
visual sentiment features together with novel context features to
predict a popularity score of social images. Following that, they
further proposed a tailored content-based learning-to-rank system
to discover content for a target brand in [13]; Mazloom et al. [25]
utilized engagement parameters for predicting brand-related user
post popularity.

1https://github.com/gantian/ACMMM-2019-influencer

However, great amount of irrelevant content has destroyed social
media users’ trust in sponsored search results and online advertise-
ment [15]. To address the distrust issues mentioned above, marketers
often seek help from social media influencers, and this marketing
method is termed as influencer marketing. Influencer marketing is
the “art and science of engaging people who are influential online
to share brand messages with their audiences in the form of spon-
sored content” [14, 18, 34]. In general, influencer marketing derives
its value from three sources: social reaches, original content, and
consumer trust [29]. Unlike the traditional way of looking only at
companies, consumers tend to look at fellow consumers to inform
their purchasing decisions. Therefore, influencer marketing is to
identify the individuals who have influence over potential customers,
and orient marketing activities around these influencers [33].

The top challenge of Influencer marketing is how to find out
right influencers for diverse brands. To help marketers find the most
right social media micro-influencers at a large scale. Li et al. [21]
and Segev et al. [31] proposed a method for measuring influence
for influencers respectively, but both of their work rank influencers
without considering brands. Aleksandr et al. [8] presented an AI-
driven social multimedia influencer discovery marketplace, called
SoMin. However, this work only proposed a technical demonstration
rather than concrete methods.

2.2 Learning to Rank
Ranking is an essential problem for information retrieval, and has
also received extensive attention from the academic research com-
munity [20, 22]. Among the common ranking algorithms, learning to
rank is a class of techniques that apply supervised machine learning
to solve ranking problems.

Learning to rank algorithms can be categorized into three groups
by different input spaces, output spaces, hypotheses and loss func-
tions: the pointwise, pairwise, and listwise approach [22]. Taking
document retrieval as an example, the ranking task is performed to
sort the documents based on its relevance score with respect to a
given query. Pointwise methods take the feature vector of a docu-
ment as the input and predict the relevance degree of the document.
Pairwise methods take a pair of documents as the input and output
the relative order between them [22].

But both in pointwise methods and pairwise methods, the group
structure of ranking is ignored [20]. Listwise methods operate on
a group of documents, and predict their relevance degrees or their
permutation [36]. For instance, ListNet [2] is one of the first listwise
models which uses a loss function defined as cross entropy between
parameterized probability distributions of the ground truth and the
predicted result. Unfortunately, listwise methods suffer from high
computation complexity in model training. To address the problem
above, Cao et al. [2] used a Top-One approach, which clusters
the permutations by top one object. However, ignoring the rank
information of partial sequences might lead to ineffective learning.
Therefore, Luo et al. [23] proposed a stochastic ListNet approach,
which samples a small set of object lists, and train the Top-k model
based on this small set instead of the full set of permutation classes.
But breaking a full object list into partial sequence samples will
get a large amount of short object list, which is also a challenge to
computation cost.
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Figure 2: An overview of the proposed framework for micro-influencer ranking.

3 PROPOSED METHOD
Representing brands and micro-influencers is the foundation for
recommending micro-influencers to brands. However, there is no
standard way to conduct the representation. Therefore, we first pro-
posed a novel multimodal social account embedding method, which
exploits social network historical posts to represent brands and micro-
influencers. After obtaining the multimodal social account represen-
tation, we proposed a modified listwise learning-to-rank model, and
then used this model to predict ranking scores for the given brand-
s and micro-influencers. Afterward, we utilized the learnt scoring
function to recommend micro-influencers for brand promotion. We
illustrate the proposed framework in Figure 2.

3.1 Notations and Problem Formulations
We indicate B = {𝑏1, 𝑏2, ..., 𝑏|𝐵|}, and M = {𝑚1,𝑚2, ...,𝑚|𝑀|}
as the set of brand and micro-influencer list, respectively. Both of
them are social media accounts, consisting of posts with visual and
textual information. We further define a micro-influencer 𝑚 as a
positive example for brand 𝑏, if 𝑚 has posted an advertisement for 𝑏.
Based on this definition, for every brand 𝑏𝑥, we use MicroInf+𝑥 ,
and MicroInf−𝑥 to respectively denote its positive and negative
examples, and MicroInf+𝑥

⋃︀
MicroInf−𝑥 = M.

The goal of our problem is to learn a ranking score function
𝑓(𝑏,𝑚) such that for every 𝑏𝑥,

𝑓(𝑏𝑥,𝑚𝑖) > 𝑓(𝑏𝑥,𝑚𝑗), (1)

where 𝑚𝑖 ∈ MicroInf+𝑥 and 𝑚𝑗 ∈ MicroInf−𝑥 .

3.2 Multi-modal Social Account Representation
3.2.1 Social Account History Pooling. For each social accoun-
t (brand and micro-influencer), we analyze its recent 𝑁hist posts
(consisting of both images and texts). We utilized pretrained CN-
N [32] to extract visual features (with the dimension of 𝑑v), and

Word2Vec [27] to extract textual features (with the dimension of
𝑑t). We denoted the extracted visual and textual features of a social
account as 𝑥v ∈ R𝑁hist×𝑑v , and 𝑥t ∈ R𝑁hist×𝑑t , respectively.

We applied pooling on extracted deep features for a compact
representation. Average pooling is a commonly used sub-sampling
method. However, it degrades the performance by losing crucial
information in strong activation values [37]. Therefore, we proposed
a weighted history pooling method, which subsamples the social
account’s historical information based on its statistics. Specifically,
a weighted pooling 𝑓weighted is defined by multiplying a weight based
on the standard deviation and the mean of the feature value on an
average pooling function 𝑓ave:

𝑓ave(𝑥) =
1

𝑁

𝑁hist∑︁
𝑖=1

𝑥𝑖,: (2)

𝑓weighted(𝑥) = 𝑤 ⊙ 𝑓ave(𝑥), (3)

where ⊙ is the element-wise multiplication, and each weight 𝑤𝑗 in
𝑤 is defined as

𝑤𝑗 = exp(−𝛾
𝑠(𝑥:,𝑗)

𝜇(𝑥:,𝑗)
), (4)

where 𝛾 is a scaling factor, 𝑠(·) is the standard deviation, and 𝜇(·) is
the mean.

We further regarded image and text as two different views to
characterize an account. Therefore, instead of conducting post-level
analysis, we separated visual and textual features and create their
corresponding representations 𝑒v and 𝑒t:

𝑒v = 𝑓pooling(𝑥
v), (5)

𝑒t = 𝑓pooling(𝑥
t), (6)

where 𝑒𝑣 ∈ R𝑑v , 𝑒𝑡 ∈ R𝑑t , and pooling ∈ {ave,weighted}.
Figure 3 illustrates the social account history pooling process.
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Figure 3: Illustration of the social account history pooling.

3.2.2 Multimodal Social Account Embedding. Though we com-
press multiple historical data into one representation (i.e., 𝑒𝑣 and
𝑒𝑡), a simple concatenation of these two representations tends to be
high-dimensional and with imbalanced dimension (𝑑v ≫ 𝑑t). To
tackle this issue, we adopted a low-rank bilinear pooling method [19]
to fuse visual and textual information. It has been successfully ap-
plied in various visual tasks like object recognition and segmentation.
Specifically, we applied a linear transformation followed by a non-
linear activation on each feature to reduce the difference between the
size of two feature dimensions. We further projected the joint repre-
sentations into a given-size output vector. At last, an inner product
was applied to capture the multi-modal interaction information.

Formally, the final social account representation 𝑒a is defined as:

𝑒a =
⟨︀
𝜑(𝑒t𝑊 t

1 + 𝑏t
1)𝑊

t
2, 𝜑(𝑒

v𝑊 v
1 + 𝑏v

1)𝑊
v
2

⟩︀
, (7)

where ⟨·, ·⟩ is the inner product, 𝜑 denotes a non-linear activation
function, 𝑊 t

1 ∈ R𝑑t×𝑑h1 , 𝑏t
1 ∈ R𝑑h1 , 𝑊 t

2 ∈ R𝑑h1×𝑑a , 𝑊 v
1 ∈

R𝑑v×𝑑h2 , 𝑏v
1 ∈ R𝑑h2 , 𝑊 v

2 ∈ R𝑑h2×𝑑a , 𝑒𝑎 ∈ R𝑑a , 𝑑h1 and 𝑑h2 are the
length of hidden state vectors, and 𝑑a is the length of the final social
account representation.

3.3 Micro-influencer Ranking
3.3.1 Micro-Influncer Competence Score. Unlike celebrities
with ready-made audiences who are difficult to engage, micro-
influencers are more approachable and affordable. They also en-
joy the advantage of better engagement with their audiences than
their high-profile counterparts do. However, finding out suitable
micro-influencers always involves tedious work by searching mil-
lions of posts for any keyword, hashtag or mention, with dozens of
filters. Therefore, instead of using only yes or no to represent micro-
influencers’ relatedness to a brand, we designed a competence score
for micro-influencers with respect to every given brand. Specifically,
we integrated engagement and relatedness into a competence score
of each micro-influencer 𝑚𝑖 with respect to brand 𝑏𝑗 as:

𝑐𝑠(𝑚𝑖, 𝑏𝑗) = 𝛼 Engagement(𝑚𝑖) + (1− 𝛼) SIM(𝑚𝑖, 𝑏𝑗). (8)

Engagement was defined as the average number of likes and
comments for the posts that 𝑚𝑖 used to advertise 𝑏𝑗 :

Engagement(𝑚𝑖) =
AVE(#(likes) +#(comments))

#(followers)
, (9)

where AVE(·) is the average operation, and #(·) counts the number
of items. Meanwhile, the similarity function between two account
representation was defined as:

SIM(𝑚𝑖, 𝑏𝑗) =
𝑒a(𝑚𝑖) · 𝑒a(𝑏𝑗)

||𝑒a(𝑚𝑖)|| · ||𝑒a(𝑏𝑗)||
(10)

3.3.2 Learning to Rank. Learning to rank refers to machine
learning techniques for training the model in a ranking task. In learn-
ing to rank algorithms, a ranking function is learnt to assign score
values to a collection of documents with respect to given queries. As
reviewed previously, listwise approaches directly look at the entire
list of documents and try to come up with the optimal ordering for it.
One of the most well-known listwise learning methods is ListNet [2].
With the formulation described in the previous sections, we can
formulate our micro-influencer recommendation problem with the
ListNet framework.

Formally, given the brand list 𝐵 and micro-influencer list 𝑀
defined in Sec. 3.1, each brand 𝑏𝑖 can be associated with a list of
micro-influencer ranking scores 𝑦𝑖 as the label:

𝑦𝑖 =
(︀
𝑐𝑠(𝑏𝑖,𝑚1), 𝑐𝑠(𝑏𝑖,𝑚2), . . . , 𝑐𝑠(𝑏𝑖,𝑚|𝑀|)

)︀
. (11)

The score 𝑦𝑖 represents the degree of competence of posting adver-
tisement with each micro-influencer for brand 𝑏𝑖. The assumption
is that the higher the score is observed for 𝑏𝑖 and 𝑚𝑗 , the stronger
relevance exists between them. We then created a ranking score
function 𝑓(𝑏,𝑚) such that for every 𝑏𝑖,

𝑓(𝑏𝑖,𝑚𝑥) > 𝑓(𝑏𝑗 ,𝑚𝑦), (12)

where 𝑚𝑥 ∈ MicroInf+𝑖 and 𝑚𝑦 ∈ MicroInf−𝑖 . Therefore, for
each brand 𝑏𝑖, we can obtain a list of scores as,

𝑧𝑖 =
(︀
𝑓(𝑏𝑖,𝑚1), 𝑓(𝑏𝑖,𝑚2), . . . , 𝑓(𝑏𝑖,𝑚|𝑀|)

)︀
. (13)

At last, the goal of our problem was to learn the ranking score
function 𝑓(𝑏,𝑚) by minimizing of the total losses:

|𝐵|∑︁
𝑖=1

ℒ(𝑦𝑖,𝑧𝑖), (14)

where ℒ is a listwise loss function.
In ListNet, the loss function is defined as the cross entropy be-

tween two distributions: the distribution of human-labeled scores
(the competence score in our case), and the probability of an object
of being ranked on the top of all objects. One shortcoming of this
approach is that it learns the rank information of the full list, but
ignores the rank information of partial sequences, which may lead
to ineffective learning [23]. For example, if the list contains an ob-
ject with a much higher score than others, the learning would be
largely dominated by the highest score while neglecting the ranking
information conveyed by other objects.

3.3.3 𝒦-Buckets Sampling Strategy. In order to address the
issues raised above, we broke the full ranking list into multiple
length-K partial sequence samples. However, the number of length-
K permutation sequences are too large to handle. Therefore, we
proposed a novel 𝒦-Buckets sampling method to select the samples.
The bucket defines a certain pattern of positive-negative examples
ratio in a sample, and the micro-influencer examples were then filled
into buckets to create the length-K samples. Fig. 4 illustrates the
steps of the sampling strategy.
Bucket Creation: we created 𝐾 buckets such that each bucket
𝑏𝑢𝑐𝑘𝐾

𝑖 will be filled with length-K samples consisting of 𝑖 posi-
tive examples and 𝐾 − 𝑖 negative examples. Suppose the average
number of brands’ positive micro-influencer examples is 𝐴, with
bucket’s definition, the upper bound of the total number of samples
in all-positive-example bucket, i.e., 𝑏𝑢𝑐𝑘𝐾

𝐾 , is 𝐶𝐾
𝐴 . The total number
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Figure 4: Illustration of the 𝒦-Buskets sampling strategy.

of brand-micro-influencer samples is 𝐶1
𝐴 · (|𝑀|−𝐴)!

(|𝑀|−𝐴−𝐾+1)!
+ 𝐶2

𝐴 ·
(|𝑀|−𝐴)!

(|𝑀|−𝐴−𝐾+2)!
+ ...+ 𝐶𝐾

𝐴 ) · |𝐵|, which is computational prohibi-
tive when 𝐾 > 2. For example, using the setting in our experiment
with 𝐵 = 286, 𝑀 = 3146, and 𝐴 = 11, the number of samples is
around 9 million for 𝐾 = 2, and 30 billion for 𝐾 = 3. Therefore,
we constrain the capacity of the buckets with the following rules: 1)
the number of samples in each bucket is the same; and 2) the number
of samples in bucket 𝑏𝑢𝑐𝑘𝐾

𝐾 is set as 𝐶𝐾
𝐴 /(𝐾 − 2). Consequently,

the capacity of 𝐾 buckets is 𝑁sampling = (𝐶𝐾
𝐴 *𝐾)/(𝐾 − 2).

Sample Filling: Since the goal of our learning is to separate positive
and negative examples, it would be better to ensure the occurrance
of every positive examples. We first picked every positive examples
into the buckets starting from 𝑏𝑢𝑐𝑘1. After that, we enumerated the
combination of any two positive examples and filled them into the
free slots in 𝑏𝑢𝑐𝑘2 to 𝑏𝑢𝑐𝑘𝐾 . At last, random sampling was applied
to the rest free slots with the restriction that no identical examples in
one bucket and 𝑏𝑢𝑐𝑘𝑖 should contain 𝑖 positive examples.

3.3.4 Top-1-over-K Probability. With the notation defined above,
suppose (𝑚

(𝑗)
1 ,𝑚

(𝑗)
2 , . . . ,𝑚

(𝑗)
𝐾 ) is the 𝑗-th sequence after our 𝒦-

Buckets sampling, the ground truth for each sequence is modified
from Equation (11) into:

𝑦𝑖,𝑗 = 𝜎
(︀
𝑐𝑠(𝑏𝑖,𝑚

(𝑗)
1 ), 𝑐𝑠(𝑏𝑖,𝑚

(𝑗)
2 ), . . . , 𝑐𝑠(𝑏𝑖,𝑚

(𝑗)
𝐾 )

)︀
. (15)

Similarity, the list of predicted score is modified into:

𝑧𝑖,𝑗 = 𝜎
(︀
𝑓(𝑏𝑖,𝑚

(𝑗)
1 ), 𝑓(𝑏𝑖,𝑚

(𝑗)
2 ), . . . , 𝑓(𝑏𝑖,𝑚

(𝑗)
𝐾 )

)︀
, (16)

where 𝜎 is the softmax function.

3.3.5 Loss Functions. The final loss function becomes:

ℒ = − 1

|𝐵|

|𝐵|∑︁
𝑖=1

𝑁sampling∑︁
𝑗=1

𝑦𝑖,𝑗 log(𝑧𝑖,𝑗) + 𝜆||𝜃||1, (17)

where 𝜃 is the set of all the weights of the model, and 𝜆 controls the
importance of the regularization terms.

4 DATASET CONSTRUCTION
There is no open dataset available for micro-influencer recommen-
dation. As one of the best social media platforms for engagement,

Instagram, specializing photos and micro-videos, is selected as our
data source. With over 1 billion monthly active users (announced by
their company in June 2018), it is currently one of the most popu-
lar social media platforms for influencer marketing. Therefore, we
crawled publicly available data on the Instagram social platform
through the site’s official API, and built a Brand-Micro Influencer
dataset. It consists of 360 brands and 3,748 micro-influencers, where
each brand and each micro-influencer is an Instagram account.

We started with the dataset from the work [13], which consists
of 900 brands from 14 categories2. We removed three categories
(Furnishing, Finance, and Energy) which contain less than 50 brands,
and replaced Fashion with clothing and shoes, to finally obtain 12
categories. Then we collected trending Instagram hashtags from
social media hashtag analysis websites3, where each hashtag on
these websites is associated with a category label. Therefore, the
collected hashtags were used as seeds to further crawl the brand
account. At last, we selected 30 brand accounts for each category,
resulting in 360 brand accounts in total.

With the brand list, we crawled the latest 1,000 posts of each
brand account, and consider the accounts mentioned within these
posts as the candidates of micro-influencers. We further crawled
these candidates’ profile pages to retrieve their biographies and
the number of followers. From these candidates, we selected the
accounts under the criterion that the number of followers is between
5,000 to 100,000, and removed the non-English accounts. In this
way, we paired each brand with around 11 micro-influencers. Note
that there are a small portion (around 10%) of micro-influencers
belonging to multiple brands.

At last, given the brand and micro-influencer list, we crawled their
recent 50 posts (with their visual information, textual information,
the number of comments, and the number of likes), and their profile
(the number of followers, and the bio description) and constructed
our dataset.

5 EXPERIMENTS
5.1 Experimental Setup
We splited our data set into training set and testing set, where the
training set contains 286 brands and the testing set contains 74
brands. Each brand has about 11 micro influencers. Both training set
and testing set have all kinds of brands belonged to 12 categories.

Throughout the training we initialized all of the neural network
parameters with the uniform distribution between -0.1 and 0.1. We
used stochastic gradient descent with a learning rate of 0.001 and
a decay of 0.9 every epoch. We trained our model for thirty epochs
and used a batch size of 64. In our model, we set the scaling factor
𝛾 = 1/3, 𝛼=0.5 and 𝑁hist=50. The length of our text representation
𝑒t, and image representation 𝑒v are 300 and 25,088, respectively.
The hidden layer length of text (𝑑h1) and image (𝑑h2) are 300 and
4096, respectively. Social account representation length 𝑑a is 512.
We used leaky ReLU as the activation function 𝜑. A dropout layer
with rate =0.5, and L1 regularization with a regularization rate 𝜆 of
0.001 were used. Besides, we used local response normalization on
our features.

2Alcohol, Airlines, Auto, Fashion, Food, Furnishing, Electron., Nonprof., Jewellery,
Finance, Services, Entertain., Energy, and Beverages.
3E.g., https://www.hashtagsforlikes.co, https://hashtagify.me.



5.2 Baselines
In our dataset, only around 10% micro-influencers interact with
more than one brand, which will be discarded in collaborative fil-
tering based methods (with less than five interactions). Therefore,
collaborative filtering based models like NCF [16], AutoRec [30],
and SVDFeature [3] are not designed for our problem since they
rely on multiple user-item interactions [13]. In order to demonstrate
the effectiveness of our proposed method, we employ the following
methods as baselines:

∙ RAND: we generated a random score for each micro-influencer.
∙ SBR: we concatenated text features and image features as

account representation, and used cosine similarity scores of
brand-micro-influencer pairs to rank, which is a simulation
of content-based ranking methods.

∙ MIR(k): our proposed micro-influencer ranking methods
with different bucket size 𝑘, and MIR is actually a pairwise
method when k=2 and a listwise method when k>2.

The following variants of MIR are designed for comparison:

∙ MIRv-only/t-only: MIRv-only and MIRt-only are variants of MIR
with visual and textual feature only, respectively. These vari-
ants were designed to evaluate the usage of different modali-
ties.

∙ MIR-concat/ap/wap: these three methods differ how we rep-
resent multimodal social account information, where concat
simply concatenate visual and textual features and is followed
by a two-layer fully connected neural network; ap uses the
average pooling to fuse social account’s history; and wap uses
the weighted average pooling.

5.3 Evaluation Metrics
We adopted AUC, cAUC, Rec@k, and MedR to evaluate the perfor-
mance.

∙ AUC is the probability that a positive example’s ranking score
is higher than a negative example’s ranking score;

∙ cAUC is the AUC where the positive example and the nega-
tive example belong to a same category;

∙ Rec@k is the fraction of positive examples that have been
recommended in top k over the total amount of positive ex-
amples;

∙ MedR is the median position of the first positive example.
The lower MedR is, the better the performance.

It is to note that we discarded the metric precision@10 and preci-
sion@50 because in our dataset, we have only 11 positive micro-
influencers for each brand in average, thus making precision@10 or
precision@50 less meaningful.

5.4 Experimental Results and Discussion
Table 1 shows the comparison between our proposed MIR(k) with
the baselines. From the table, we can see that, our proposed MIR
outperforms all the baselines. Also, the AUCs are consistently lower
than the cAUCs. This is mainly because that the metric cAUC fo-
cuses on evaluating the ability of differentiating brands within the
same category, which is a tougher task than that in all categories.
For the comparison between our proposed MIR with different k
values, we can see that the AUC and cAUC do not change much,

Table 1: Comparison of MIR(k) with the baselines. The
MIR(k)s use both visual and textual information, and use the
weighted average pooling for social account history pooling.

Method AUC cAUC Rec@10 Rec@50 MedR

RAND 0.494 0.489 0.005 0.054 54
SBR 0.681 0.593 0.091 0.251 15

MIR(k=2) 0.841 0.672 0.103 0.390 9
MIR(k=3) 0.845 0.673 0.130 0.423 6
MIR(k=4) 0.849 0.675 0.135 0.428 6

Table 2: Comparison of MIR variants (visual only, textual only,
feature concatenation, average pooling, and weighted average
pooling).

Method AUC cAUC Rec@10 Rec@50 MedR

MIRv-only 0.829 0.659 0.095 0.382 8
MIRt-only 0.531 0.517 0.014 0.076 57

MIR-concat 0.691 0.592 0.034 0.153 26
MIR-ap 0.845 0.674 0.096 0.415 8
MIR-wap 0.845 0.673 0.130 0.423 6

however, a notable improvement for Rec@10, Rec@50, and MedR
was observed. Specifically, compared to MIR(2), MIR(3) increased
26.2% in Rec@10, 8.5% in Rec@50, and 3 positions in MedR.
Rec@10, Rec@50, and MedR reflect how the methods perform for
the top ranked micro-influencers. This confirms our argument that
listwise learning method (k>2) can lead to better performance than
the pairwise learning (k=2).

Table 2 lists the comparison between different MIR variants. All
these variants are with k = 3 for a fair comparison. For the com-
parison between using MIR with visual-only and textual-only data,
the MIRv-only is significantly better than MIRt-only. This is not su-
persing because different from Facebook and Twitter, Instagram
is a visual-based social media platform with very little focus on
text. Nevertheless, textual information is still useful since the full
usage of both visual and textual information consistently outper-
forms that of visual-only (see the comparison between MIR-wap
and MIRv-only). We also conducted a comparison between different
account representation methods (i.e., concat, ap, and wap). We can
see that simple concatenation of visual and textual features does not
help (with lower performance than MIRv-only). Though AUC and
cAUC have the similar performance between average pooling and
weighted average pooling methods, yet, MIR-wap is better in all
three Rec@10, Rec@50, and MedR. This indicates that the weighted
average pooling helps the model to recommend better top ranked
micro-influencers.

In order to deep dive into how the proposed method performs on
the data in different categories, we report the details of the results
on our 12 categories in Table 3. We can see that makeup has the
best performance in AUC and entertainment performs best in cAUC.
One interesting thing to note is that the results on category auto and
food, have a larger gap between their cAUC and AUCs compared



Table 3: Performance for different brand categories.

Category AUC cAUC Rec@10 Rec@50 MedR

airline 0.816 0.657 0.042 0.345 21
auto 0.862 0.541 0.133 0.508 6
clothing 0.885 0.717 0.082 0.426 5
drink 0.794 0.694 0.073 0.306 8
electronics 0.747 0.658 0.054 0.219 9
entertainment 0.873 0.738 0.105 0.432 6
food 0.812 0.554 0.082 0.424 9
jewelry 0.758 0.692 0.070 0.276 4
makeup 0.928 0.675 0.159 0.723 3
nonprofit 0.863 0.697 0.184 0.450 1
shoes 0.920 0.702 0.117 0.658 4
services 0.851 0.726 0.069 0.254 10

0.45

0.55

0.65

0.75

0.85
S1-AP S2-WAP

Figure 5: Brand categorical self-similarity. S1-AP denotes the
self-similarity with average history pooling, and S2-WAP de-
notes the self-similarity with weighted history pooling.

to other categories. To gain an insight into this issue, we further
calculated a brand categorical self-similarity between brands within
the same category and plotted it in Figure 5. The similarity is defined
as the cosine similarity between the concatenation of visual and
textual features. As we can see from Figure 5, auto category has a
much higher categorical self-similarity than other categories, which
is the main reason for its poor performance. The food category
has much lower self-similarity. However, after we analyzed the
predicted ranking results, we found out that our model predicts
higher score for a few food bloggers who share all kinds of food in
Instagram. Though the incorrect prediction downgrades its cAUC
performance, we believe that these food bloggers are still potential
micro-influencers for food brands.

We have also reported a comparison of categorical self-similarity
between the average pooling method (‘S1-AP’ in Figure 5) and the
weighted average pooling method (‘S2-WAP’ in Figure 5). We can
see that the weighted average pooling method helps to reduce the
brand feature categorical self-similarity.

5.5 Case Study
To have an intuitive understanding of our proposed method, we
present examples of micro-influencer recommendation using the
method described in Section 3. As shown in Figure 6, each row repre-
sents a brand, the top one positive example, and the top two negative
examples recommended by our method. Brands (a) to (d) come from

category makeup, clothing, auto, and drink, respectively. We selected
four representative images from each brand/micro-influencer social
account, followed by its category, biography description and the
images’ corresponding textual descriptions.

From the correctly predicted positive examples we can see that,
generally, brands and their corresponding micro-influencers are
closely related to each other in their own field. To be specific, the
makeup brand has a positive example of “Makeup and eyebrow
specialist” micro-influencer, and the positive example of auto is a
“Bentley Factory Driver”. Moreover, these micro-influencers tend to
post images/texts closely related to the posts of the brand accounts.

For the negative examples predicted by our model, we have the
following observations: 1) the post information in makeup is quite
unique (with face, eyes, or lips occupying the whole image), however,
it is rather difficult to differentiate micro-influencers within this
category. This may explain why makeup has 0.928 for its AUC while
only 0.675 in its cAUC (cf. Table 3); 2) the model will predict micro-
influencers out of their actual category, however, these negative
examples belong to category closely related to the brand, such as the
makeup in (b). And 3) some of the micro-influencers are labelled
with an unexpected category, however, it is still explainable. For
example the Negative Example 1 in (d) shows photos of all kinds of
food, the account is actually promoting a camera by showing high-
quality photos shooted by that camera, thus it falls into electronics
category. Similarly, the Negative Example 2 in (d) always displays
dedicated food images when s/he travels outside, however, s/he has
posted an advertisement for a car with an image showing s/he drives
the car for travelling. These information are hardly to infer, thus the
textual description may be helpful in such cases.

6 CONCLUSIONS AND FUTURE WORKS
In this work, we proposed a data-driven micro-influencer ranking
scheme to solve the essential question of finding out the right micro-
influencer. We have also developed a new Instagram brand micro-
influencer dataset, which can benefit future researchers in this area.
The extensive evaluation demonstrates the advantage of our proposed
method compared with the state-of-the-art methods.

Several research topics are open for future investigation. During
result analysis, we found out certain micro-influencers can give ad-
vertisement across different categories. We would like to consider
whether cross-category information can help improve the perfor-
mance. In addition, though textual information did not perform
well in our experiment, we still believe that textual information is
useful when visual information did not discriminate different micro-
influencers. Also, we want to investigate micro-influencer marketing
in other social network platforms like Twitter and Facebook.
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Brand Positive Example Negative Example 1 Negative Example 2

(a)

[Makeup] Lens Republica, an official 
retailer of Solotica lenses.

[Makeup] Makeup and eyebrow 
specialist at Beauty House Oslo

[Makeup] 📍Los Angeles blogger 
#Beauty

[Makeup] International Celebrity 
Make Up Artist & Creative Director

- Wearing our lenses in hidrocor ocre🔥
- Who’s ready for festival season? 
- So flawless 😍✨ • contact lenses colour: …
- Looking amazing in our lenses 😍✨ ...

- Spring is in the air 🌱☀️💕

- neutral
- 💋
- Fresh 💇🏽♀️

- Some of my favorites from …
- Straight outta my iPhone💗 Filmed this …
- Here is a burgundy lip look with soft …
- Beautiful V-Day makeup using just one…

- 😉 #Theeislandboi . …
- Getting my lips on point, staring 😂😈 …
- Ohhhh nothing to see here but A baddie …
- Currently obsessed with the @fentybeauty... 

(b)

[Clothing] Snapchat @ootdfash 💋
Boutique

[Clothing] 24 | Arizona Brand 
Ambassador

[Makeup] Youth Worker 💫 signed 
with @themodelsau🔒L.♥☟

[Clothing] Actor 🐉 Earth.Dragon. 
♀️ Ambassador

- Which color babes? 😱😻🔥👏

- Plum or baby pink? 😻 Both restocked!!! 
- Baddiesssss wearing @ootdfash😻🔥👏

- Short or long sleeve bodysuit, or dress? 

- dress/shoes/earrings• 
- you belong with me 💙 dress• 
- feel confident, strong, and beautiful? I do! 
- dress• @misslolaofficial (dc: lemair)

- Trying a new routine with exercise and …
- One happy girl 💕 …
- … but my booty didn’t fit the skirt so …
- Celebrating 23 years of me ✨ …

- Congratulations everyone on an incredibly …
- Patiently waiting for the next chapter of …
- Creeping it real @laylow_london thanks to …
-🖤🎱🖤thank you @bazaaruk incredible …

(c)

[Auto] The official Instagram feed for 
Bentley Motors. Discover #Mulliner:

[Auto] Bentley Factory Driver -
Blancpain Endurance Series

[Auto] Professional Automotive
Photographer

[Airline] Once you have tasted flight 
you’ll forever walk the earth with eyes

- … Klein Blue. Exterior paint: Moroccan Blue.
- … and also available in #Mulliner White.
- … Exterior paint: Onyx.
- … Bentayga’s sporting nature. Exterior: Onyx. 

- … car feels good, track is awesome and …
- I’m in love with this track …high speed …
- How do you like my new lid? @stilo_official
- Testing with @kpaxracing in VIR next …

- …Such a fun and noisy little thing 💨
- If this is how hyper electric car will look like…
- …Gotta love the steering wheel! 🇩🇪
- … even though it’s an all-electric car

-🛥
-☢️
-🌽
-🐤🐦

(d)

[Drink] The Moët&Chandon House of 
Champagne. Drink responsibly.

[Drink]× currently in📍New York City 
× travels, brunches

[Electronics] Pink Lady Food 
Photographer of the Year 2015.

[Auto] photographer & traveller
based in berlin.... 

- A touch of red, a sip of Moët & Chandon. …
- Handling iconicity.
- …Moët & Chandon is hard to resist.
- About last Sunday. #Brunch

- Solo brunched yesterday. …
- What we did last night.
- … one of my favorite champagne brands …
- …Cheers to a no work weekend.

- #cheerstothelongweekend
- Cheers to the weekend! 
- On our road trip ...making some good friends 
- Looking forwards to a #family #Christmas …

- Monday Morning - I don’t need that much…
- ONLY TODAY - BLACK COFFEE!
- Love is in the air
- Summer Sandwich Deluxe! 

Figure 6: Case study for brands with their positive/negative examples.
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